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Abstract

An Eulerian–Lagrangian approach is used to model turbulent gas–solid flows in heated pipes. The key problems of

dispersion, turbulence modulation and particle collisions are addressed by means of a complete four-way description. In

particular, special care has been brought to the effects of both particle–particle and particle–wall collisions, which are

known to be important on the dynamical point of view. Dilute or moderately dense suspensions are considered (loading

ratio up to 10). Comparison of the numerical results with available experimental data about suspension Nusselt num-

bers leads to satisfactory agreement in vertical pipe flows and qualitative accordance in the horizontal case. It is con-

firmed that the collision treatment is a very crucial and sensitive aspect of the global model, in so far that it strongly

affects the flow dynamics. The collision induced alteration of the velocity and concentration profiles leads to significant

changes in the heat exchange rate. Since the question may arise of possible effect of conductive heat transfer during

collisions, this point has been examined too, confirming that the direct thermal exchanges during solid–solid contacts

are negligible under the present conditions.

� 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

The prediction of gas–solid flows requires several

modelling problems to be overcome, among them the

description of both flow fields, coupling phenomena,

turbulence modulation, and collisional effects. Taking

into account two-way coupling and carefully addressing

these successive difficulties, numerous studies have con-
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tributed to improve the predictions of the dynamics of

such flows. However, in spite of a huge application field,

including combustion, heat exchanger devices or drying

technologies, less attention has been paid to heat trans-

fer in gas–solid flows, which is known to be affected

through various mechanisms. First of all, turbulence

modulation due to particle–fluid interactions is a key

factor, which may be prevailing even at low loadings.

The overall heat capacity of the suspension may also

be strongly modified, thus inducing heat transfer modu-

lation depending on the loading ratio. Besides such

important effects, particle collisions may be expected

to play a significant role too since they are able to
ed.
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Nomenclature

Ac contact area during collision (m2)

CMX torque coefficient (/)

cp specific heat (J kg�1 K1)

dp particle diameter (m)

D pipe diameter (m)

e particle–wall restitution coefficient (/)

E Young modulus (Pa)

fd kinetic friction factor (/)

fs static friction factor (/)

FD drag force (N)

FL lift force (N)

g gravitational acceleration (m s�2)

hp heat transfer coefficient around particles

(W m�2 K�1)

k turbulent kinetic energy (m2 s�2)

L pipe length (m)

m solid loading ratio (/)

mp particle mass (kg)

N number density of particles (m�3)

Nu Nusselt number (/)

Pr Prandtl number (/)

Prt turbulent Prandtl number (/)

qm mass flow rate (kg s�1)

Q12 heat exchange during collision (J)

r radial co-ordinate (m)

R pipe radius (m)

Rep particle Reynolds number (/)

Skf turbulent kinetic energy source term

(kg m�1 s�3)

Sef dissipation rate source term (kg m�1 s�4)

Sh heat transfer source term (W m�3)

Su momentum source term (N m�3)

su fluctuation of momentum source term

(N m�3)

tc contact duration (s)

TL fluid Lagrangian time scale (s)

T �; T �
h integral time scales of the fluid seen (s)

u fluctuating velocity (m s�1)

U instantaneous velocity (m s�1)

Uc centerline velocity of the fluid (m s�1)

V12 impact velocity (m s�1)

xi Cartesian co-ordinates (m)

Xp particle location (m)

z axial co-ordinate (m)

Greek symbols

a solid volume fraction (/)

Dt time step (s)

e dissipation rate of turbulent kinetic energy

(m2 s�3)

U wall flux density (W m�2)

k thermal conductivity (W m�1 K�1)

m Poisson coefficient (/)

H instantaneous temperature (K)

h fluctuating temperature (K)

Hm bulk average temperature (K)

q density (kg m�3)

rc standard deviation of virtual wall inclina-

tion (/)

sc inter-particle collision time (s)

sp particle relaxation time (s)

Xp particle angular velocity (rad s�1)

XR particle relative angular velocity (rad s�1)

nfp fluid–particle velocity correlation coefficient

(/)

wi random disturbance for velocity (m s�1)

wh random disturbance for temperature (K)

Subscripts and superscripts

f fluid

p particle

s suspension

w at the wall

i, j,k in direction xi,xj,xk
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strongly affect the dynamics of the two-phase flow even

in dilute suspensions with loading ratio below 1 or solid

volume fraction a as low as 10�4, as demonstrated by

many investigations [1–6]. In particular, the effects of

particle–particle collisions and of the nature of parti-

cle–wall collisions (effect of wall roughness) upon the

dynamical behaviour of the suspension flow have been

reported in various situations. It is well recognized that

inter-particle collisions reduce the anisotropy of the par-

ticle fluctuating motion and enhance the transverse mix-

ing thus flattening the profiles of particle velocity and

concentration [4].

It is known [6–8] that the importance of inter-particle

collisions is determined by the parameter sc/sp, where sc
is the mean inter-particle collision time (or inverse of the

collision frequency) and sp is the particle relaxation

time, the behaviour of the dispersed phase being signifi-

cantly affected by collisions for sc/sp < 1. As the collision

frequency is proportional to number density, mean fluc-

tuating velocity and diameter squared of the particles, it

is therefore not possible to draw any simple conclusion

about the role of inter-particle collisions by only looking

at the value of the loading ratio or of the solid volume

fraction. According to the estimation provided in Ref.

[6,7] for the collision frequency, and examining the

data from three available experimental investigations

(which will be used later for comparison) about heat

transfer in air–solid pipe flows with particle density
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qp � 2500 kg m�3, it can be concluded that inter-particle

collisions must be taken into account from the following

threshold values of the loading ratio: m � 0.1 for

dp = 500 lm (experiments by Jepson et al. [9]), m � 0.2

for dp = 140 lm [10], and m � 0.5 for dp = 43 lm [11].

Various numerical tools devoted to the simulation of

non-isothermal gas–solid flows have been developed

during the past decade [12–18], The effect of particle col-

lisions upon heat transfer in gas–solid pipe flows was

first demonstrated by Louge et al. [12]. Inter-particle col-

lisions were also shown by Mansoori et al. [13] to weak-

en the temperature fluctuations near the wall and to

amplify them in the pipe core region. Recently, an im-

proved Eulerian–Lagrangian simulation has been elabo-

rated and used to study the influence of turbulence

modelling on heat transfer [18]. Here, a similar approach

is used to investigate the role of both inter-particle and

particle–wall collisions upon the wall heat transfer in

gas–solid pipe flows. In contrast with the work by

Mansoori et al. [13], the effects of wall roughness and

particle–wall friction factor are taken into account, as

well as particle rotation owing to the high angular veloc-

ities induced by frictional particle–wall collisions. More-

over, here inter-particle collisions are handled by means

of a probabilistic model. Furthermore, a low-Reynolds

approach is used for the simulation of the fluid phase

in order to improve the prediction accuracy in the

near-wall region.

The paper is organized as follows: the next section is

devoted to the description of the continuous phase mod-

elling, the dispersed phase tracking and the collision

treatment; the key features of the numerical method

and processing are addressed in Section 3; finally,

numerical results obtained in vertical and horizontal tur-

bulent gas–solid flows are presented and discussed in

Section 4, where emphasis is put on the effect of consid-

ering inter-particle collisions, and on the influence of the

particle–wall collision parameters. At rather high load-

ing ratio, the question may arise of the possible effect

of conductive heat transfer during collisions, therefore

this point is also examined. In order to cover a wide

range of particle size, comparisons are provided with

the three above-mentioned experiments [9–11].
2. Model description

Before describing the complete formulation, the ma-

jor assumptions and numerical choices are to be re-

called. A turbulent air–solid flow in a heated pipe is

considered, with rigid, spherical and mono-dispersed

particles. The temperature variations are small enough

for radiative transfer and fluid property alterations due

to temperature to be negligible. The two-phase flow is

simulated using an Eulerian scheme for the continuous

phase and Lagrangian tracking for the dispersed phase.
A four-way coupling scheme is applied in the present

model. Air–particle interactions are taken into account

by means of appropriate source terms in the gas phase

equations and iterative numerical processing. Inter-par-

ticle collisions are handled through special procedures

during the trajectory computation as described farther

on.

2.1. Continuous phase

The present model has received complete validation

in one-phase flow situation through comparisons with

Nagano�s data-base [19]. This validation step is required

for the part of the simulation dedicated to the gas phase,

even if it does not imply that the obtained accuracy still

holds for two-phase flows. The authors are aware that

the model constants or functions were optimized for sin-

gle phase flows and might require some adjustments to

take into account the presence of the dispersed phase,

however such model refinements are not available in

the literature at present time, unfortunately. Yet, it

may be mentioned that validation tests were also

achieved in two-phase flow situation through compari-

son with the measurements by Tsuji et al. [20] in a

gas–solid pipe flow. Satisfactory agreement regarding

the velocity profiles and turbulence modulation was ob-

tained, as extensively discussed in Boulet and Moissette

[18], where a detailed presentation of the formulation

can be found.

Standard phase-averaged equations for mass,

momentum and energy conservation are complemented

by a NEVM approach (non-linear eddy viscosity model)

for turbulent stresses and by the WET closure (from

‘‘wealth � earnings · time’’ [21]) for turbulent heat

fluxes. This last point is the only difference in the contin-

uous phase formulation as compared to Ref. [18], in

which a GGDH model (generalized gradient diffusion

hypothesis) was used. In the present work, turbulent

heat fluxes are therefore computed as in [21], namely:

hufjhfi ¼ �Ctflt
kf
ef

hufjufki
ohHfi
oxk

þ hufkhfi
ohU fji
oxk

� �
ð1Þ

where brackets indicate phase-averaged quantities. The

difference between the GGDH and WET models lies in

the term involving the velocity gradients which is not ad-

dressed in the GGDH model. As this contribution can-

not be a priori assumed to be negligible, especially in the

near-wall region, it was decided to implement it in our

model. Such a combination of the NEVM and WET clo-

sure relationships for the Reynolds stresses and turbu-

lent heat fluxes was tested and recommended by Rokni

and Sunden [22] in a paper devoted to the simulation

of heat transfer in duct flows. The WET model was pro-

ven to accurately predict the temperature profiles and

turbulent heat fluxes, and to yield very good comparison
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with available Nusselt number correlations in straight

ducts [22].

As demonstrated in [18], the proposed formulation

combines the simplicity and robustness of the k–e ap-

proaches, as compared to a Reynolds Stress Model for

example, with the advantage of taking turbulence

anisotropy into account. Finally, it must be mentioned

that low-Reynolds effects are considered according to

the model of Myong and Kasagi [23], in order to avoid

the problem of using standard wall functions to deal

with the near-wall layer. Therefore a very fine grid is re-

quired near the wall, given that the width of the first

mesh should be about 0.6 wall units. Special care must

therefore be brought in the computation of the source

terms due to particles, as described later in Section 2.2.2.

Owing to the problem geometry (the suspension is

flowing in a circular pipe), the governing equations have

been written in cylindrical co-ordinates for numerical

handling. In vertical configurations the fluid characteris-

tics are predicted with radial and axial variations only.

The solution is slightly more involved in horizontal con-

figurations, where the flow is not axisymmetric due to

the influence of gravity which makes the dispersed phase

concentration higher in the bottom part of the duct. The

resulting angular variation of the source terms requires

handling the problem in a fully three-dimensional way.

2.2. Dispersed phase

Each Lagrangian step consists in the computation of

a large number of particle trajectories (typically 105),

with the fluctuating quantities of the fluid seen by the

particles being calculated according to the dispersion

model described below (Section 2.2.1), using the data

provided by the Eulerian calculation of the gaseous

phase flow field. In the first Lagrangian step, inter-parti-

cle collisions are not considered. From the second

Lagrangian step, such collisions are included as de-

scribed in Section 2.2.3. After each Lagrangian step, a

new Eulerian computation of the gas flow field is per-

formed, this iterative process being repeated until con-

vergence. Particles are tracked individually by solving

the following balance equations in order to calculate

their instantaneous position, velocity, rotational velocity

and temperature:

dXp

dt
¼ Up ð2Þ

mp

dUp

dt
¼ FD þ FL þ mpg ð3Þ

mp

d2p
10

dXp

dt
¼ � p

64
CMXqfd

5
pkXRkXR ð4Þ

mpcpp
dHp

dt
¼ hppd

2
pðHf � HpÞ ð5Þ
Eq. (3) involves the drag force FD, which is computed

following the Morsi and Alexander�s correlation for the

drag coefficient [24], and the Magnus lift force FL due to

the Magnus effect, which has to be taken into account

owing to the high rotational velocities induced by parti-

cle–wall and particle–particle collisions, and is computed

following the proposal by Oesterlé and Bui Dinh [25].

The shear lift force has been omitted mainly due to lack

of information about the way to take it into account in

the present situation. Available data usually address the

case of linear shear flows and very small particle Rey-

nolds numbers [26–28], which is far from the present

case where massive particles may be involved and where

realistic pipe flow is considered. Moreover, from the cor-

relation proposed by Mei [29] for intermediate Reynolds

numbers, the effect of shear lift force can be shown to be

less important than the Magnus effect in case of signifi-

cant angular velocities of particles. The torque coeffi-

cient CMX appearing in Eq. (4) is expressed by means

of the correlation proposed by Dennis et al. [30]. The

heat transfer coefficient hp is computed using the

following standard correlation for the particle Nusselt

number:

Nup ¼
hpdp
kf

¼ 2þ 0:6Re0:6p Pr
0:33 ð6Þ

where Rep is the instantaneous particle Reynolds num-

ber and Pr is the Prandtl number of the gas. All these

fluid–particle interactions (force, torque, heat exchange)

involve the instantaneous velocity of the fluid at the par-

ticle location, which is predicted by means of an aniso-

tropic dispersion model as described hereafter.

2.2.1. Dispersion model

In order to reproduce the effect of the fluid turbu-

lence upon the particle motion and temperature, the

instantaneous properties of the fluid phase have to be

simulated in accordance with the averaged values pro-

vided by the Eulerian model for the continuous phase.

This is achieved using a stochastic method as suggested

and validated in Moissette et al. [31], where the fluid

fluctuating velocities and temperature at time t and par-

ticle location Xp(t) are generated by means of first order

stochastic processes consistent with Langevin-type equa-

tions. With the purpose of making this dispersion model

applicable for anisotropic and non-homogeneous turbu-

lence, improvements have been brought to the stochastic

process as described in [32], in order to obtain the pre-

scribed values of the fluid Reynolds stresses (known

from the Eulerian calculation) and to take their varia-

tion into account to avoid any spurious drift of fluid

particles towards the low turbulence intensity regions

[33,34]. The final form of the stochastic process used

to predict the fluid fluctuating velocity is (see [32] for

details):



Table 1

Expressions used for the source terms

Source term Eulerian–Lagrangian formulation

hSui i N �mp
dUpi
dt � gi


 �D E
hShi N hppd2pðHp � Hf Þ

D E
Skf (standard formulation

for small particles)

hsui ufii

Skf (tentative formulation

for large particles)

hSui ihU fi � Upii
�� ��þ hsui upii

Sef Ce3
ef
kf
Skf with Ce3 = 1.8
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uf in ¼ ufin�1
exp �Dt=T �

i

� �
þ T �

i 1� exp �Dt=T �
i

� �� � ohuf iufji
oxj

� �
þ win ð7Þ

where uf in is the ith component of the velocity fluctua-

tion of the at time t = nDt and position Xp(t), T
�
i stands

for the integral time scale of the fluid seen by the particle

and the win are Gaussian random variables with zero

mean value and covariance matrix obtained from sta-

tionarity requirements under quasi-homogeneity

conditions:

hwinwjn
i ¼ 1� exp �Dt

1

T �
i

þ 1

T �
j

 ! !" #
huf iufji ð8Þ

A simple procedure to generate such random num-

bers win is to select w1n
from a Gaussian probability den-

sity function with zero mean and variance obeying

hw2
1n
i ¼ 1� exp �2Dt=T �

1

� �� �
hu2f1i, and to build w2n

and

w3n
by w2n

¼ a0u þ a1w1n
and w3n

¼ b0v þ b1w1n
þ

b2w2n
, where u,v are independent Gaussian variables

with zero mean and variance unity, and the coefficients

ak,bk are deduced from Eq. (8).

The integral Lagrangian time scales T �
i of the fluid

seen by the particles are computed according to the

expressions proposed in [32], which the reader is referred

to for further details. These expressions account for flow

anisotropy, inertia effect and crossing trajectory effect.

The temperature fluctuations are generated according

to a similar method as for the velocity, i.e. the tempera-

ture increment of the fluid seen by a discrete particle is

assumed to obey a Langevin equation, which results in

the following stochastic process:

hfn ¼ hfn�1
exp �Dt

T �
h

� �

þ 1� exp � Dt
T �

h

� �� �
ohuf ihfi
oxj

� �
þ whn ð9Þ

where the second term in the r.h.s. accounts for the inho-

mogeneity of the turbulence, and the variance of the

Gaussian perturbation wh is prescribed from stationarity

requirement of the process:

w2
hn

	 

¼ 1� exp �2Dt=T �

h

� �� �
h2
f

	 

ð10Þ

Moreover, in order to ensure consistency of the gen-

erated temperature fluctuations with the required values

of the fluid velocity–temperature correlations hufrhfiand
hufzhfi, wh has to be connected with the corresponding

random terms in the velocity fluctuation generation pro-

cess, in such a manner that:

hwhnwjni ¼ 1� exp �Dt
1

T �
h

þ 1

T �
j

 ! !" #
hufjufi ð11Þ

Such conditions can easily be fulfilled by selecting a

random number f from a Gaussian distribution with

mean zero and variance unity, and building whn by
whn ¼ ahf þ bhwrn þ chwzn , where the coefficients ah, bh

and ch are obtained from the conditions on w2
hn

	 

and

hwhnwjn
i. The temperature integral time scale of the fluid

seen by the particles, T �
h, is estimated assuming that the

ratio of temperature to velocity time scales is approxi-

mately equal to the ratio of the corresponding diffusivi-

ties, which leads to T �
h=T

�
z � Pr�1

t , where Prt is the

turbulent Prandtl number. The fluid turbulent heat

fluxes are provided by the Eulerian model for the fluid

phase and the variance of the fluid temperature is evalu-

ated from the following approximate relationship (de-

rived from the second-order moment equation for h2
f

	 

in neglecting the diffusion term):

h2
f

	 

ffi � 2

Ceh

kf
ef
hufrhfi

ohHfi
or

ð12Þ

where Ceh was fixed to 2 after comparison with the data

base of Nagano et al. [19].

2.2.2. Source term formulation

Source terms have to be introduced into the govern-

ing equations to allow the influence of the dispersed

phase on the continuous phase to be taken into account.

These terms are computed at the end of each Lagrangian

step, following the relationships presented in Table 1.

Whereas the momentum and heat transfer source terms

are standard ones (drag force, lift force and heat ex-

change by convection around particles are taken into ac-

count as sources for the continuous phase), the

formulation of particle–turbulence interactions is less

common, however. For large particles, the source term

for turbulent kinetic energy, Skf, is expressed following

the analysis by Crowe [35], which has been recently dis-

cussed and used by Lain et al. [5] and Boulet and Mois-

sette [18]. In these studies, a new form for Skf has been

combined with a standard balance for the source term

for dissipation, the constant Ce3 being fixed to 1.8 in

[18] according to a sensitivity analysis in a case close

to the present one, whereas Lain et al. [5] suggested a

value of 1 in the case of a horizontal channel.

The following analysis may help to understand the

difficulty which arises in the modelling of Skf and of
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the source term for the dissipation rate equation, Sef.

When using a k–e model, it is assumed that particles

are smaller than the smallest turbulent eddies. Some tur-

bulent production may take place close to the particles,

due to the no-slip condition at particle surface and to

wake formation, an effect called ‘‘pseudo-turbulence’’.

The term corresponding to this contribution may be ob-

tained, when deriving the turbulent kinetic energy bal-

ance, as a part of the exchanges at the interface

between the two phases. As the expected length scale

of the corresponding eddies is of the order of the particle

diameter, the contribution of the pseudo-turbulence may

lie in contradiction with the former hypothesis of ‘‘par-

ticles being smaller than the turbulent eddies’’. A com-

plementary difficulty is that the ratio kf/ef is commonly

introduced as a characteristic time scale for the largest

turbulent eddies and used in the dispersion models dur-

ing the Lagrangian tracking. When using the full source

term expression, one introduces eddies at different scales

(the largest ones but also others as small as the particles)

in the turbulent kinetic energy balance. Thus, the ques-

tion of the exact significance of the scale kf/ef arises. Fur-
thermore, the extra-production or pseudo-turbulence

has to be associated with a corresponding extra-dissipa-

tion. A common strong assumption is therefore to con-

sider that the extra-dissipation exactly compensates the

extra-production. In agreeing with this hypothesis one

avoids a theoretical difficulty, since the part of the eddies

which are smaller than the particles are no more in-

cluded in the calculation of the turbulent kinetic energy.

There is a drawback with this common solution, how-

ever, since the remaining part of the source term (with-

out the extra-production) is known to be always

negative. This may lead to wrong predictions since large

particles have been observed to generate turbulence, as is

well known. A solution has to be found to provide a way

to simulate this turbulence increase.

In order to obtain such a turbulence increase for

large particles, we decided to use the formulation by

Crowe [35] which includes the extra-production term

in the source term for the turbulent kinetic energy, with-

out any supplementary hypothesis concerning the asso-

ciated extra-dissipation. It is only included in Sef, the

constant Ce3 being adapted to yield correct turbulence

modulation in two-phase flow configurations. Actually,

this choice consists in using a formulation which has

been observed to provide acceptable numerical results

[18], although it is not completely satisfactory on the

theoretical point of view. On the contrary, usual forms

of the source terms which can only result in turbulence

decrease have produced abnormal data or even numeri-

cal divergence (due to zero or negative values for kf).

When small particles are considered however, our expe-

rience is that the above-discussed formulation is no more

able to yield satisfactory prediction of the turbulence

modulation (numerical divergence often occurs), there-
fore the standard formulation of the source terms has

been used in our computations in this case.

Additionally, let us mention that due the strong grid

tightening associated with the use of a low-Reynolds

number model, the particle diameter may exceed the

mesh width in the near wall region. In this case, the

source terms are distributed over several cells according

to the particle surface area pertaining to each cell.

2.2.3. Collision treatment

For each particle, the above-explained trajectory

computation is reinitialized after any collision with the

wall or with another particle. Simulation of such colli-

sions requires some empirical parameters such as the sta-

tic and kinetic friction factors and the coefficient of

restitution e, which are needed to express the particle

translational and rotational velocities after the collision

using the impulsive equations and Coulomb�s law [2].

For particle–wall collisions, the ‘‘virtual wall’’ model

of Sommerfeld [36] is used in order to account for the ef-

fect of wall roughness and particle shape (departure

from sphericity). In this model, the actual wall is re-

placed by a virtual wall, whose inclination angle obeys

a Gaussian distribution with given standard deviation

rc and zero mean value. The so-called shadow effect is

included in the model. Some examples are given in Sec-

tion 4 to illustrate the effect of the collision parameters

upon the flow dynamics and heat transfer.

In order to avoid handling the particle–particle inter-

actions in a deterministic way, which requires to simul-

taneously compute the trajectories of all the particles

present in the flow domain (a method limited by present

computer capacities due to the huge number of particles

in actual flows), interparticle collisions are taken into ac-

count following the probabilistic method suggested by

Oesterlé and Petitjean [2]. In this method, the occurrence

of a collision is decided, at each time step, according to a

collision probability depending on the local concentra-

tion and properties of the two-phase flow. The collision

probability is obtained from the expression of the inter-

particle collision frequency corrected to account for the

correlated motion of neighbouring particles [37]:

1

sc
¼ pNd2p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
16

p
2

3
kp

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n2

fp

q
ð13Þ

where N is the number of particles per unit volume, kp is

the fluctuating kinetic energy of the particles and nfp
stands for the fluid–particle velocity correlation, defined

by:

nfp ¼
kfpffiffiffiffiffiffiffiffiffi
kfkp

p ð14Þ

with 2kfp = hufiupii being the covariance of the fluctuat-

ing velocities of the two phases. The occurrence of a col-

lision during the time interval Dt can be decided by

generating a random number with uniform distribution
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between 0 and 1, and comparing it with the probability

of collision which is 1 � exp(�Dt/sc) [2]. If a collision oc-

curs, the tracked particle is supposed to hit a fictitious

particle whose velocity is generated in taking into ac-

count the correlation of the velocities seen by both par-

ticles, as suggested by Sommerfeld [3], according to:

ufict;i ¼ Rðsp=T LÞup;i þ rin
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Rðsp=T LÞ2

q
ð15Þ

where ufict,i is the fluctuation of the ith velocity compo-

nent of the fictitious particle and up,i is the correspond-

ing value of the tracked particle. Here ri is the local

rms value of the ith particle velocity component and n
is a Gaussian random number with zero mean and var-

iance unity. R(sp/TL) is a correlation function given by

the following empirical expression [3]:

Rðsp=T LÞ ¼ expð�0:55ðsp=T LÞ0:4Þ ð16Þ

The position of the impact point is chosen according

to a uniform probability on the disc corresponding to

the effective collision cross-section. Through the de-

scribed procedure, the velocity components after colli-

sion can be computed [2], and the trajectory

calculation process can be restarted.

If heat transfer due to conduction during a collision

has to be considered, the jump in particle temperature

can be computed using the analytical expression sug-

gested by Sun and Chen [38] for the heat exchanged be-

tween two impacting particles:

Q12 ¼
0:87C12ðH2 � H1ÞAc

ffiffiffiffi
tc

p

ðqp1cp1kp1Þ�1=2 þ ðqp2cp2kp2Þ�1=2
ð17Þ

where H1, H2 are the temperatures of the two particles,

cp1, cp2 are their specific heats, qp1, qp2 their mass densi-

ties and kp1, kp2 their thermal conductivities. The coeffi-

cient C12, which may take values between 1 and 5, can

be computed as a function of the Fourier number ap1tc/
Ac (ap1 being the thermal diffusivity of particle 1), the

ratio kp1/kp2 and the ratio qp1cp1/qp2 cp2 [38]. The contact
area and the contact time are given by Ac ¼ pð5m12

V 2
12d

2
12=16E12Þ2=5 and tc = 2.94(5m12/4E12)

2/5(2/V12 d12)
1/5

where V12 is the impact velocity and m12, d12, E12 are de-

fined by: m12 ¼ m�1
p1 þ m�1

p2


 ��1

, d12 ¼ d�1
p1 þ d�1

p2


 ��1

,

E12 ¼ ð4=3Þ 1� m21
� �

E�1
1 þ 1� m22

� ��
E�1
2 Þ�1

with mpi, dpi,

Ei and mi denoting the masses, diameters, Young moduli

and Poisson coefficients of the two particles. In case of

particle–wall collisions, the same formulae can be ap-

plied considering that dp2 and mp2 tend to infinity.
3. Numerical processing

All the details concerning the numerical processing

may be found in Boulet and Moissette [18]. An iterative
scheme is applied in order to allow four-way coupling to

be taken into account. In the first iteration, the pure gas

flow is computed, then successive loops are performed

involving a Lagrangian tracking step followed by the

Eulerian computation of the continuous phase flow.

Source terms are computed statistically after each

Lagrangian step, as discussed above in Section 2.2.2,

and are introduced into the gas balance equations after

under-relaxation, in order to enhance the stability of the

whole numerical code in case where coupling between

the two phases becomes too strong. In spite of special

carefulness however, it must be said that at present some

difficulties still arise during the numerical computation

in the horizontal pipe configuration, especially for high

values of the roughness parameter. The corresponding

instability could be due to the very small mesh width

in the near wall area,which makes the dynamics alter-

ation due to particles very difficult to address, a prob-

lem supposed to be more critical in rough pipes due

to complex rebounds. This assumption has to be

confirmed and the corresponding problem is currently

being investigated in order to improve the prediction

capabilities of the numerical code. On the contrary, no

such problem occurs in the vertical pipe configuration,

probably due to the axisymmetry which prevents us

from too strong discrepancies in the local particle

concentration.

Some of typically used numerical parameters are as

follows:

• about 50,000 particles are injected in vertical pipe

configurations and 100,000 in the horizontal pipe

case (tests carried out with 500,000 particles did not

indicate any significant influence on the statistical

computations); such a large number of particle trajec-

tories is needed in order to get enough particles in

each cell for the reliability of statistics and satisfac-

tory assessment of the source terms.

• 40 loops between Eulerian and Lagrangian steps are

generally required to achieve convergence for the

two-phase flow dynamics, 30 supplementary loops

are added to deal with the thermal part of the

problem.

• the grid is tightened near the heated section entrance

and near the wall in a logarithmic manner with, for

the horizontal case for example: 40 nodes in the

radial direction, 40 in the axial one and 24 angular

locations.
4. Results

Three experiments about non-isothermal gas–particle

pipe flows have been extensively studied. In each of

them, the flow is dynamically fully developed before
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entering the heated section where a constant wall heat

flux is prescribed in cases hereafter referred as 1 and 3,

whereas a wall temperature is fixed in case 2.

The first one (case 1), taken from the experimental

study by Jepson et al. [9], involves relatively massive par-

ticles: sand particles with mean diameter 500 lm and

loading ratio ranging from 0 to more than 10, so that

collisions can be expected to play a significant role.

Additional conditions are: pipe diameter D = 0.0381 m,

length of heated section L = 3.65 m, Reynolds numbers

31,000 and 46,500, inlet temperature 293 K, constant

wall heat flux U = 1000 W m�2.

Case 2 is taken from Farbar and Depew [10] and in-

volves intermediate size particles, namely glass beads of

diameter 140 lm. The experimental data used for com-

parison with our numerical computations are: upwards

vertical flow, D = 0.0175 m, L = 1 m, loading ratio from

0 to 4, Reynolds number around 26,500, inlet tempera-

ture 293 K, fixed wall temperature 352 K. In this partic-

ular case where various physical phenomena may be

expected to be significant, a specific study is presented

about the effects of the collision parameters.

The last case investigated here (case 3) is taken from

a more recent experimental study by Aihara et al. [11],

where small glass particles (diameter 43 lm) are injected

in a horizontal pipe. In this situation, the dispersion

model may have a strong influence and particle trajecto-

ries could be less governed by collisions. Additional ef-

fects may take place due to non-symmetrical

distributions, since gravity makes the particles move

preferentially in the bottom of the pipe. The resulting

stratification could therefore enhance the particle–parti-

cle collisions at least in this particular area. Other condi-

tions are: D = 0.0545 m, L = 7.6 m, Reynolds number

120,000, inlet temperature 280 K, constant wall heat flux

U = 896 W m2.

Unless otherwise stated, the collision parameters are

set to e = 0.9 (restitution coefficient) and fs = fd = 0.2

(static and kinetic friction factors). The value of the

roughness parameter rc is varied in terms of the particle

diameter according to Lain et al. [5]. In each case, the

validity of the complete model when compared with

experimental data is first discussed. Then the effect of

collisions is further examined, in particular by observing

the results obtained for the concentration, velocity and

temperature distributions when some parts of the colli-

sion model are omitted. Whereas particle–wall collisions

are always taken into account for the prediction of the

flow dynamics, computations have been carried out

and compared with or without particle–particle colli-

sions, with or without taking into account heat transfer

due to conduction during collisions, and finally in vary-

ing some collision parameters.

In cases 1 and 3 (constant wall heat flux), the suspen-

sion Nusselt number is computed according to the fol-

lowing definition:
Nus ¼
UD

ðHw � HmÞkf

ð18Þ

where Hm is the suspension bulk temperature:

Hm ¼ Hminlet
þ pDLU
qmfcpf þ qmpcpp

; ð19Þ

with Hminlet
denoting the temperature at the entrance of

the heated section of the pipe. In case 3 (horizontal

pipe), the wall temperature Hw varies with angular posi-

tion, thus resulting in azimuthal variations of Nus.

In case 2, where the wall temperature is fixed, the

Nusselt number is expressed in terms of the logarithmic

mean temperature difference DTLn based on inlet and

outlet bulk temperatures, as suggested by Farbar and

Depew [10]:

Nus ¼
UD

kfDT Ln

ð20Þ

with the wall heat flux U computed from pDLU ¼
ðqmfcpf þ qmpcppÞðHmoutlet

� Hminlet
Þ. Note that only the

asymptotic values of the Nusselt number obtained at

the pipe outlet are presented hereafter.

4.1. Case 1. Vertical pipe loaded with massive particles

In this case, the experiments by Jepson [9] show that

Nus first decreases at low loading ratio, and then in-

creases as more particles are injected. As can be seen

in Fig. 1, where the computed and measured Nusselt

numbers (normalized by the value in pure gas flow,

Nu0) are plotted as a function of the loading ratio m, this

trend is well reproduced by the simulation and satisfac-

tory agreement is obtained between the experimental

data and the predictions. Nevertheless, it must be

emphasized that any extrapolation of the numerical re-

sults beyond m = 10 would be hazardous, particularly

in the case of Fig. 1b where the increase in Nus at

m > 5 is obviously underestimated since following the

predicted trend would lead us to conclude that Nus <

Nu0 even at m of order of 20, which is incorrect. The rea-

son for this underestimation of Nus at higher loading

probably lies in some inaccurate prediction of the turbu-

lence modulation for such large particles, due to the dif-

ficulty in properly modelling the dissipation source term

Sef as discussed in Section 2.2.2.

Focusing on the effect of particle–particle interac-

tions at intermediate loading ratio of about 1–5, the

most important observation is that the difference in sus-

pension Nusselt numbers predicted with or without in-

ter-particle collisions may reach about 8%. Although it

cannot be concluded from Fig. 1 that taking inter-parti-

cle collisions into account leads to better agreement, the

heat transfer rate would be underestimated if particle–

particle interactions were omitted. Moreover, it may

be noticed that the effect of conductive heat exchange

during collisions is negligible (see Fig. 1(b)) because



Fig. 2. Normalized Nusselt number in a vertical pipe as a

function of the loading ratio, in the conditions of Farbar and

Depew [10] (case 2). Experimental data: (m). Numerical

predictions: (h, j), rc = 0.04; (s, d), rc = 0.1 (open symbols:

without particle–particle collisions, black symbols: with

collisions).

Fig. 1. Normalized Nusselt number in the conditions of case 1

as a function of the loading ratio for various collision modelling

conditions (rc = 0.06). Experimental data by Jepson et al. [9]:

(m). Numerical predictions: dashed line, without particle–

particle collisions; solid line, with collisions and without heat

transfer during contacts; dotted line, with collisions and with

heat transfer during contacts ((b) only). Pipe Reynolds number

31000 (a) and 46500 (b).

Fig. 3. Velocity profiles in the conditions of case 2, m = 4, for

two values of rc. Particles: same caption as Fig. 2. Gas: gray

lines rc = 0.04, black lines rc = 0.1, solid lines: without colli-

sions, dashed lines: with collisions.
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the contact duration and contact area are too small to

allow appreciable heat conduction between particles,

even at loading ratio of the order of 10. Consequently,

in the following sections comparisons are presented for

the predictions with and without the effects of particle–

particle collisions upon the flow dynamics taken into

account, since addressing or not the conductive heat

transfer during contacts would give exactly the same re-

sults. Let us recall here that ‘‘with or without collisions’’

only refers to particle–particle collisions, since particle–

wall collisions are of course always taken into account.

4.2. Case 2. Vertical pipe flow loaded with medium size

particles

The results obtained for case 2 are illustrated in Figs.

2–7. In Fig. 2, where the asymptotic Nusselt number Nus
is presented as a function of the loading ratio, a compar-

ison is provided between our numerical predictions and

the experimental data by Farbar and Depew [10] for 140

lm particles. As in the previous case, Nus is initially

decreasing, passing through a minimum at m � 1, and

then increases with increasing loading ratio. Satisfactory

accuracy may be obtained in the numerical prediction

provided particle–particle collisions are addressed and

the particle–wall collision parameters are carefully cho-

sen. As such parameters may have a strong influence,

two values of the roughness parameter rc were tested

here, namely 0.04 and 0.1. Fig. 2 shows that, according

to the value of rc, the numerical results are in weak or



Fig. 6. Velocity profiles in the conditions of case 2, m = 4,

rc = 0.1. Gas: black solid line, e = 0.9, fd = 0.4; gray solid line,

e = 0.9, fd = 0.2; dashed line, e = 0.7, fd = 0.2. Particles: (s),

e = 0.9, fd = 0.4; (h), e = 0.9, fd = 0.2; (j), e = 0.7, fd = 0.2.

Fig. 7. Particle concentration profiles in the conditions of case

2, m = 4, rc = 0.1. (s): e = 0.9, fd = 0.4; (h): e = 0.9, fd = 0.2;

(j): e = 0.7, fd = 0.2.

Fig. 5. Temperature profiles in the conditions of case 2, m = 4,

for two values of rc. Same caption as Fig. 3.

Fig. 4. Particle concentration profiles in the conditions of case

2, m = 4, for two values of rc. Same caption as Fig. 2.
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correct agreement with the experimental data, an obser-

vation which raises the question of the exact value for

this parameter, if achievable. Anyway, it can be con-

cluded that the role of particle–particle collisions on heat

exchange is obvious, as well as the characteristics of the

particle–wall collisions.

The profiles of velocity, concentration and tempera-

ture are presented in Figs. 3–5 in conditions analogous

to the previous case, at m = 4. Whatever the value of

rc, the presence of inter-particle collisions is seen to flat-

ten the particulate phase profiles due to enhanced mix-

ing, and to reduce the solid phase velocity (Fig. 3).

This effect is even more pronounced if rc grows, as a

consequence of a similar enhancement of the transverse

particle motion with increasing wall roughness. The de-

crease in particle velocity is accompanied by a subse-

quent increase in mass concentration in the main part

of the pipe section. Near the pipe axis, inter-particle col-

lisions are seen to reduce the level of maximum concen-

tration (Fig. 4). In the present case of intermediate

particle size and loading, the gas velocity profile may ex-

hibit a maximum shifted from the pipe center towards

the wall, as can be seen in Fig. 3 for the higher value

of rc (also visible in Fig. 6 below). Clearly, the effects

of inter-particle collisions and particle–wall roughness

parameter are less marked for the temperature profiles,

as shown by Fig. 5. From these observations, inter-par-

ticle collisions may be finally expected to affect the heat

transfer rate, at least in an indirect manner, due to the

alteration of the flow dynamics.

The influence of the particle–wall collision parame-

ters may be further analyzed in examining the influence

of the restitution and friction coefficients upon the veloc-

ity and concentration profiles. This is the focus of Figs. 6

and 7 where such distributions are presented for various

sets of the collision parameters. The velocity and con-



Fig. 8. Normalized Nusselt number in a horizontal pipe as a

function of the loading ratio for various collision modelling

conditions (conditions of case 3, rc = 0.01). Open symbols: top;

black symbols: bottom. Experimental data by Aihara et al. [11]:

(n, m). Numerical predictions: (h, m) (dotted line: without

particle–particle collisions; solid line: with collisions).

Fig. 9. Azimuthal distribution of the normalized Nusselt

number in the conditions of case 3, m = 0.3, rc = 0.01. Black

symbols: experiments [11].
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centration profiles are significantly affected by both the

dynamic friction coefficient fd and the restitution coeffi-

cient e. The influence of the static friction coefficient is

found to be negligible (not shown here). The distribu-

tions keep the same pattern as the collision parameters

are modified, but it can be seen that the particle velocity

increases and the concentration decreases with decreas-

ing fd or e. As a consequence, even if the temperature

distributions are hardly affected by the particle–wall col-

lision parameters in the present case (not shown here), a

small reduction of the Nusselt number was nevertheless

obtained with decreasing fd or e.

4.3. Case 3. Horizontal pipe loaded with small glass

particles

In this part we deal with a slightly different applica-

tion where dispersion phenomena could also affect the

results and where non-symmetrical patterns are expected

due to gravity effects. Actually, this kind of flow loaded

with smaller particles is not easy to simulate without

encountering some divergence problems when taking

into account two-way or four-way coupling effects.

Mainly due to the fact that the turbulence modulation

source terms lead to exaggerated decrease in turbulent

kinetic energy for such small particles, simulations

may become difficult to perform in satisfactorily stable

conditions. Nevertheless, four-way coupling has though

to be addressed, since discrepancies are observed on the

gas phase when compared to the pure gas case. This is

the reason why the results presented here are for moder-

ate loading ratio. In Fig. 8, an example is given of

numerical predictions of Nus in terms of the loading

ratio obtained in conditions close to the experiments

presented by Aihara et al. [11], with distinction between

the top and the bottom of the pipe. Comparisons be-

tween the numerical and experimental data show that

our predictions, even if not quantitatively correct, are

in qualitative agreement with the experiments regarding

the difference between the upper and lower walls. The

Nusselt number is found to be smaller at the bottom

wall than at the top, an effect probably due to higher

particle concentration in the lower region of the pipe

which tends to reduce the air velocity as compared to

the top region of the pipe. Heat transfer is seen to be af-

fected by particle–particle collisions, but it is difficult to

really observe any improvement when taking the colli-

sions into account, due to the qualitative nature of the

comparison. What is certain however is that heat trans-

fer by contact during collisions has no effect on the re-

sults, as previously mentioned.

As explained above, it is interesting to notice that in

the present horizontal configuration the proposed model

is able to reproduce the non-symmetrical pattern of the

Nusselt number distribution, as shown by Fig. 9 where

the azimuthal distribution of the asymptotic suspension
Nusselt number Nus is displayed at loading ratio

m = 0.3. In this plot, the ratio Nus/Nu0 is plotted as a

function of the angular coordinate and compared to

the experimental measurements by Aihara et al. [11] in

the same conditions. Even if the decrease in Nusselt

number is not accurately predicted by the numerical

simulation, the ability of the simulation code to cap-

ture such an asymmetry, at least qualitatively, is well
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demonstrated here, especially in what concerns the com-

parison between the top and bottom values of Nus. Fi-

nally, it may be mentioned that the effects of the

particle–wall collision parameters were also investigated,

leading to opposite conclusions as compared to the pre-

vious case regarding the influence of the restitution coef-

ficient and the roughness parameter. Actually, in this

case Nus was found to slightly decrease with increasing

ry and increasing e, contrary to the behaviour observed

in case 2 and illustrated by Fig. 2 as regards rc. There is

as yet no satisfactory explanation for such opposite

observations, considering the complexity of the involved

phenomena and the major differences between cases 2

and 3, i.e. particle size, pipe orientation, thermal bound-

ary conditions.
5. Conclusions

The role of collisions undergone by particles has been

investigated in a non-isothermal gas–solid pipe flow.

The main conclusion is that the flow dynamics altera-

tions induced by particle–particle collisions and by the

features of particle–wall collisions result in significant

modulation of the heat exchanges. In particular, the par-

ticle–particle collisions have been found to increase the

overall heat transfer by as much as 8% in vertical pipe

flow. On the contrary, it has been confirmed that direct

heat transfer modification due to possible conductive ex-

changes during collisions is negligible in the range of

loading ratio investigated here (up to 10).

It has been shown that satisfactory predictions of a

suspension pipe flow in non-isothermal conditions may

be obtained, provided the key problem of collision treat-

ment is carefully addressed. Despite some remaining dif-

ficulties especially associated to particle–turbulence

interactions, good agreement with available experimen-

tal data has been achieved in vertical pipes. Although

the horizontal configuration is more difficult to address,

qualitative agreement has been obtained in this case.

The sensitivity of the predictions to the physical

parameters involved in the particle–wall collision model-

ling has been emphasized, showing that such data would

require further investigations in order to avoid too

strong uncertainties. Among such parameters, the most

influential one is undoubtedly rc which characterizes

the dispersive nature of collisions due to wall roughness.
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